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Practical example of the correction of
Fourier-transform spectra for detector nonlinearity

M. C. Abrams, G. C. Toon, and R. A. Schindler

HgCdTe photoconductive detectors can display a nonlinear response when illuminated. In interferomet-
tic applications, this behavior must be accounted for in the data transfiwmation process to avoid errors in
the measurement of the spectral distribution of the incident radiation. A model for the distortion of the
interferogram is proposed and applied to solar observations made by the Atmospheric Trace Molecule
Spectroscopy iATMOS) Fourier-transform spectrometer during orbital sunrise and sunset from the Space
Shuttle. Empirical estimation of the dc current level is necessao- fi)r this instrument, and satisthctory
nonlinearity correction is obtained for several of the primary ATMOS optical filters. For ATMOS
broadband optical filters that cover more than one half the alias bandwidth, the model is inadequate
because of the presence of antialiasing electronic filters within the instrument, and it is necessao, to
resort to estimation and subtraction of the residual baseline offset, in either case the remaining baseline
offsets are typically smaller than le/(, which is satisfactory, although offset remains a significant
systematic source of error in the estimation of the abundance of telluric and solar constituents from the
spectra.

Introduction

In an ideal photometric detector the measured signal
is linearly proportional to the incident flux of radia-
tion; in practice, photoconductive infrared mercury
cadmium telluride (HgCdTe) detectors can display a
nonlinear response when illuminated. Bartoli et al.l
have demonstrated that for photon fluxes in excess of
10 L9photons cm -2 s 1 the minority lifetime in photo-
conductive HgCdTe is linearly proportional not to the
photon flux qb but rather to dp-2 3, producing an
electrical conductivity proportional to the cube root of
the photon flux. Kinch and Borrello 2and Borrello et
al. 3 have demonstrated that this behavior is consis-

tent with Auger recombination of carriers within the
detector. Schindler 4 has further demonstrated that
series resistance can cause the measurement to be

nonlinear regardless of the illumination of the detec-
tor. For a voltage-biased photoconductive detector,
this causes the voltage output

K,$

AV- (1 + K2_b) (1)
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in response to a photon flux q_, where K, and K2 are
constants that depend on the optical throughput and
the circuit parameters. Although it is generally the
case that K1 >> K2, the measured signal is not a linear

representation of the incident photon flux, and the
signal must be corrected in some fashion to represent
the distribution of radiation properly.

In interferometric systems, linearity is important

because of the large variation in photon flux experi-
enced by the detector as the optical path difference
passes through zero. These variations are particu-

larly severe in solar observations, where the source
fluxes greatly exceed the instrumental background.
If the central fringe amplitude is affected by nonlinear-
ity in the detection and sampling process, then the
quality of the resulting spectrum will be greatly

reduced by the distortion of the continuum; the zero
level may be offset within the spectral bandpass, and
out-of-band spectral artifacts may be created in the

spectrum, both of which introduce systematic errors
in the measurement of the abundance of telluric and

solar constituents from such a spectrum.
The typical solution to the introduction of errors is

to restrict the photon flux, either by restricting the
field of view, the aperture, or the spectral range, or all

three. Unfortunately this degrades the signal-to-
noise ratio and hence the measurement capability.

An alternative solution is to develop a model of the
detector-preamplifier response that can be used to
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correct the measured interferogram before transfor-
mation. A nonlinearity-correction strategy that suc-
cessfully reduces the in-band intensity offsets from
1-103 to less than lC_ is proposed.

We propose a model based on the expected behavior
of the detector and have expanded this concept in a
power series expansion in the form of multiple corre-
lations of the interferogram. In practice, interfero-
grams can be substantially corrected to remove the
detector and electronic nonlinearity; however, the

aliasing of nonlinear harmonics places a restriction
on the limits of the spectral bandpass that can be
adequately corrected. We examine these problems
in the light of the practical requirements provided by
the Atmospheric Trace Model Spectroscopy (ATMOS)
interferometer, which is flown aboard a Space Shuttle
on a near annual basis to study the Earth's atmo-

sphere.
The implications _)f nonlinear detector response in

absorption spectroscopy have been examined in sev-
eral previous papers. Chase _ demonstrated a conve-
nient method of detecting and removing the nonlinear-
ity based on an autocorrelation of the observed
spectrum. The interaction between phase correc-
tion and nonlinearity correction was illustrated with
synthetic data. Practical application of the method
with experimental data was not included, and in
particular the issue of aliasing was not addressed.
Guelachvili _ developed a new method for removing
nonlinearity from two-output Fourier-transform spec-
trometers by combining the modulated outputs, which
have the same amplitudes and opposite phases, in a
manner in which the nonlinear signal cancels itself
out. This would be a highly desirable solution but is
not applicable to an existing single detector instru-
ment. Schindler 4 proposed a nonlinearity-correc-
tion circuit for photoconductive detectors that com-
pensated for series resistance• Carter et al. 7
illustrated a reduced nonlinear response from HgCdTe
detectors by changing the detector biasing from con-
stant current to constant voltage, which significantly
alters the detector response but does not further
address the fundamental problem for constant-
current-biased detectors.

ATMOS Fourier-Transform Spectrometer

The ATMOS instrument is a high-resolution Fourier-
transform spectrometer that measures solar spectra
from the Space Shuttle during orbital sunset and
sunrise. From the atmospheric absorptions in these

spectra the structure and composition of the middle
and upper atmosphere are derived, s Within the
ATMOS instrument, interferometrically modulated
solar radiation is focused onto a HgCdTe photoconduc-
tor (2-16 txm), with mean flux levels between 0.2 x
l0 is and 1.2 × 1019 photons cm 2 s 1, depending on
the field of view and the optical bandpass filter
selected. These spectra display spectral artifacts
that are indicative of nonlinear distortion of the

interferogram in the detection and sampling process.
Nearly all the spectra have large spectral features

between zero- and the low-frequency detector cutoff
at 650 cm 1, which Chase '_ has demonstrated are

typical of spectra obtained with poor detector linear-
ity and may be described in terms of the autocorrela-
tion of the intended spectrum. Spectral artifacts at
frequencies larger than the high-frequency cutoff of
the optical filter and in-band zero offsets beneath
saturated spectral features are indicative of a higher-
order nonlinear response in the detector and sam-
pling process.

In-band spectral offsets introduce systematic er-
rors in the measured equivalent width of absorption
lines. Figure 1 compares the fractional error in the
retrieved concentration (nominally the equivalent
width) of a CO2 line at 957.8 cm I retrieved for three
spectra with air masses corresponding to approxi-
mately 10, 20, and 50c_: central absorption depths.
As the zero-level intensity offset is increased from 1 to
10%, the fractional error increases for each of the
lines in a near-linear fashion. However, the gradi-

ent increases from near unity for weak lines to 2 or 3
for strong lines. Thus the bias introduced by strong
lines will be greater than the bias introduced by weak
lines.

For ground-based or high-air-mass spectra exhibit-
ing saturated absorption features it is possible to
correct empirically for the offset of the zero baseline,
but for upper atmospheric and solar spectra such
methods are ineffective because none of the absorp-
tion features is saturated and there is no way to
estimate zero offsets accurately within the spectral

bandpass of the filter. Out-of-band spectral artifacts
are observed in all spectra and may affect the assay of
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Fig. 1. Fractional error in retrieved concentration as a function of

the zero-level intensity offset for a well-resolved and isolated CO2

line at 957.78 cm 1 observed at air masses corresponding to weak

(10f_), intermediate i20_), and strong {50_1 absorptions in the

transmission spectra. The error is a near-linear function of the

intensity offset. Intensity offsets between 1 and 10N are com-

monly observed and need to be corrected to the 1¢/_ level to

minimize any systematic biasing because of residual zero-level

intensity offsets.
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Fig. 2. Uncorrected low-resolution solar spectra obtained with ATMOS filters 1, 2, and 3.

trace enlarged in the vertical by a factor of 10 to enhance the out-of-band spectral artifacts.
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Each frame contains two traces, with the upper

atmospheric or solar constituents by altering the
absolute photometric distribution. If the optical
bandpass includes the upper half of the spectral alias,
the nonlinear response of the detector will be aliased,
or folded back, into the optical bandpass and intro-
duce additional intensity offsets.

Figure 2 illustrates high-Sun spectra obtained with
three of the ATMOS optical filters covering portions
of the 0-3950 cm _first-order alias bandwidth. The

filters were selected to cover the bandpass between
the 650-cm a cutoff of the HgCdTe detector and the
alias cutoff at 4000 cm- _with the purpose of prevent-
ing the short-wavelength photon noise from degrad-
ing the weaker long-wavelength signals. Filter 1
covers the spectral region between 650 and 1150
cm l, filter 2 covers the region between 950 and 2050
cm-_ and filter 3 covers the region between 1550 and
3450 cm _. In terms of the alias bandwidth, the
filters cover approximately one eighth, one quarter,
and one half the alias bandwidth respectively, with
filter 3 lying mostly in the upper half of the alias.
Several features are significant and noteworthy:
(a) the spectra contain a large low-frequency feature
that resembles a triangle, (b) the filter 1 and filter 2

spectra contain spectral artifacts at twice the respec-
tive central frequencies that are a significant compo-
nent of the total spectral flux larea beneath the
curve), (c) the filter 1 spectrum contains a spectral
artifact at 3 times the central frequency of that filter,

(d) as the filter width is increased the width of the
artifacts increases as well, and (e) in the filter 3
spectrum the high-frequency spectral artifacts are
aliased into the spectral bandpass of the filter.
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Fig. 3. Hypothetical detector-response curve exhibiting nonlineari-

ty. The horizontal axis represents the absolute magnitude of the

photon flux and the vertical axis represents the measured dc

signal. The stylized representations of the interferograms illus-

trate the relative distortion of the central fringe compared with the

rest of the interferogram under the assumption of 70_;; modulati_)n

efficiency.
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Methods

We propose a correction strategy based on a model of

nonlinearity resulting from a reduction in the photo-

responsivity of the detector because of Auger recombi-

nation, which defines a particular shape for the

nonlinear response curve of the detector. Practi-

cally, the model only provides a plausibility argument
for a curve with which the actual measured interfero-

grams can be manipulated. Additional consider-

ations such as saturation effects would also produce

nonlinear response curves, and in practice we cannot

rule out the possibility that the correction strategy

proposed does not also include empirical corrections

for non-detector-signal distortions. Unfortunately we

are constrained to working with a filtered and sampled

measurement of the true detector photoconductivity and

not the actual conductance produced in the detector.

A hypothetical detector-response curve exhibiting

detector nonlinearity is illustrated in Fig. 3. The

abscissa represents the absolute magnitude of the

photon flux, and the ordinate represents the dc

detector current. Beneath the x axis is a representa-

tion of an interferogram; under ideal conditions the

flux would range from 0 to twice the dc flux level Co,

but in practice the modulation efficiency is less than

unity, as suggested by the curve. To the left of they

axis is a representation of the measured interfero-

gram after distortion by the nonlinear detector.

Let us assume that the measured signal is propor-

tional to the cube root of the flux,

I(x) = adP(x) 1'3 (2)

and consequently the dc signal is Io = aCo t 3, where a

is an unknown constant of proportionality and Co is

the unmodulated (dc) solar intensity. In an ac-

coupled preamplifier the measured quantity is 1AC =

I -- Io, from which we desired to recover the true

representation of the signal, which we may estimate

as

[l(x) - I0]TRU_ = [C(X) -- C0(X)] [ OI(x)It0" (3)

Because ¢P - Co = (I/a) 3 - (lo/a) 3 and (_dp,/SIh_, =

3Io2/a 3, the renormalized interferogram is

{ ,Aclxi1l,A,,ixtl21[l(x) - /0]TRUE = IAc(X) 1 + ---70---O + _ [-_0 ] J" (4)

Immediately one may observe that away from the

central fringe IAC << I0, and the expression reduces to

IAC, which simply reflects that fact that the flux
variation about the dc level is small far from the

central fringe and consequently the nonlinear distor-
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Fig. 4. la} One-eighth alias-bandwidth model of ATMOS filter 1, (b) autocorrelation ofia), (cl cubic correlation of(a). Notice the spectral
artifacts near zero frequency and twice the central frequency in (b) and the feature at 3 times the central frequency of the filter in (c).

Additionally, the largest cubic-correlation term lies within the bandpass of the filter.
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Fig. 5. ial One-quarter alias-bandwidth model of ATMOS filter 2, (b) autocorrelation of{a}, (c} cubic correlation of ial. Notice the spectral

artifacts near zero frequency and twice the central frequency in (b). The sum frequency artifact in (b) occupies most of the upper half of

the alias bandwidth. Aliasing is apparent in (c) as the cube frequency artifact is centered at a frequency above the alias cutoffand the hence

folded back into the spectrum.

tion is minimal. The only unknown in the expres-
sion for the corrected interferogram is the dc signal
Io, because the constant of proportionality a cancels
out.

Such a model will be recognized as being closely

related to a generalized power series expansion of the
interferogram of the form

loBs(x) = I(x) + d2(x) + _I3(x) .... (5)

where x is the path difference with respect to the
location of the central fringe. A Fourier transform
of such an interferogram will yield a spectrum

+_
SoBs((_) = IOBs(X )exp( -- i2_ax)dx

_x
= I(x)exp(- i2_vo'x)dx

ac

+ c_ f_f I2(x)exp(-i2_o'x)dx

+ _ J I3(x)exp(-i2_ro-x)dx + • • • ,
v _c

(6)

in which the desired spectrum, as a function of

frequency a, is the transform of the first term, and

the higher-order terms are correlation harmonics,
beginning with the autocorrelation

=c
S(ct) * S((r} = I2(x)exp(-i2_rctx)dx.

_c

(7)

When such a model is applied within the context of
a discrete Fourier transform, an additional complica-

tion arises: the autocorrelation of a bandpass filter

will produce two spectral features corresponding to
sum and difference frequencies, as illustrated in Fig.
4. In the case of a relatively narrow-band filter
covering perhaps one eighth the alias width, the
autocorrelation will consist of a feature near zero

frequency and one at twice the central frequency of
the bandpass filter. Comparison of Fig. 2 with Fig. 1
indicates that there is an additional feature at 3 times

the central frequency, which is indicative of a third-
order term. Broader band filters are illustrated in

Figs. 5 and 6, covering one quarter and one half the
alias bandwidth, respectively. As the filter bandpass

is increased the high-frequency harmonic features
cross the alias frequency and are folded back into the

spectrum.
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Implementation and Application

A nonlinearity correction must be applied to the
raw interferogram before the initiation of the phase
correction and Fourier transformation because the

correction will alter the form of the interferogram

immediately around the central fringe. The magni-
tude and location of the absolute maximum value

may change and consequently alter the phase opera-
tor and hence the symmetry of the interferogram.

Therefore the nonlinearity correction must be imple-
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Each frame contains two traces, one enlarged in the
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mented before the phase evaluation and interfero-
gram symmetrization to avoid biasing the phase
spectrum with phase features resulting from the
nonlinear harmonics of the actual spectrum.

In practice the estimation of the dc current level is
an empirical process, in which a series of values are
chosen and used in the nonlinearity correction before
the Fourier-transformation process. Spectra with
values oflo between 0.0 and -2.0 x 106 at increments
of 1.0 x 10 _ are generated. A typical occultation
event will include spectra throughout orbital sunset
or sunrise with widely varying atmospheric air masses,
ranging from 1.0 × 10 -7 to 20.0 x 10 -7 (tangent
heights of 150 to 10 km), and consequently widely
varying total flux levels and detector nonlinearity.
Low-Sun spectra with a significant number of satu-
rated atmospheric absorption features may have in-
band offsets assessed in a straightforward manner,

but high-Sun spectra can only be assessed in terms of
the out-of-band artifacts. The resultant spectra are
compared against the uncorrected spectra to evaluate
the effectiveness of the parameter in changing the
out-of-band artifacts and any in-band baseline offsets.
A tradeoff between minimization of the out-of-band

artifacts and in-band offsets is always necessary, and
a compromise will have to be made. For the ATMOS
instrument it is desirable to determine a set of

nonlinearity-correction coefficients that produce an
adequate correction for all flux levels. Figure 7
illustrates the out-of-band artifacts for ATMOS fil-

ters 1 and 2 with the optimal nonlinearity-correction
coefficients and may be compared with Figs. 2(a) and
2(b). Figure 8 compares low-Sun spectra before and
after correction in filter 1. Figure 8 suggests that

within the bandpass of the filter, the principal effect
of the proposed nonlinearity correction is the subtrac-
tion of a small constant, which could be accomplished
in a much simpler fashion. However, spectra ob-
tained at smaller air masses through the upper

atmosphere do not have saturated spectral features.
Under these conditions it would be impossible to
estimate the necessary correction by inspection.

The case of ATMOS filter 3 is special, in that the
spectral bandpass is almost one half the alias band-
width of 3950 cm 1. In such a case the nonlinear
harmonic information at 2 and 3 times the central

frequency of the filter is rejected by the antialiasing
filter in the signal-processing electronics before the
interferogram is sampled and recorded. The pro-
posed model has the problem that it will introduce the
harmonics and fold them back into the alias during
the Fourier-transform process. With an adequate
measurement of the antialiasing filter response it
should be possible to refine the nonlinearity correc-
tion iteratively. Measurementsofthe filter response
have proved insufficient because of the sample rate,
which places the cutoff frequency at nearly 391.2
KHz, and circuit models of the filter, although plau-
sible, did not provide enough information to permit
successful iterative refinement of the nonlinearity-
correction parameter. Other forms of nonlinear re-
sponse were tried for filter 3. The coefficient of the
cubic term, nominally 1/3, was adjusted to values
between 0 and 1, without producing any clear improve-
ment. We therefore concluded that the antialiasing
filter was the major impediment to the correction of
filter 3, not the assumed form of the response.

In the absence of a better model we have resorted to

determining the residual baseline offset and subtract-
ing it from the spectrum after phase correction and
Fourier transformation. To remove both the slope
remaining from the low-frequency artifact and the
constant baseline offset remaining at high frequen-
cies, two straight lines are fitted to the data in the
out-of-band regions, and provided they intersect
within the bandpass of the filter, these lines provide
an adequate method for removing the baseline offsets
within the filter bandpass. If the lines fail to inter-
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sect then a constant baseline offset based on the

high-frequency offset is all that can be applied.

Typically this approach will bring the baseline offsets

to within 1_ of the zero level, although some care

needs to be used to avoid negative baseline offsets

under saturated spectral features.

Conclusions

A model of a nonlinear transfer function for removing

spectral artifacts and offsets from Fourier-transform

spectra obtained with single HgCdTe detector inter-

ferometers is proposed and evaluated. The method

proves fully adequate for spectra that lie within the

lower half of the spectral alias with bandpasses less

than or equal to one half the alias bandwidth. When

either or both of these conditions are violated, as

occurs with certain optical filters, the correction

method is insufficient to remove all the out-of-band

spectral artifacts, and a post-transform baseline esti-
mation and subtraction is used to remove the residual

offsets.

In practice, theoretical approaches look promising,

but the measured signal often seems to defy under-

standing, and empirical correction schemes look quite

tempting. Two aspects complicate modeling of the

nonlinear signal measured with a Fourier-transform

spectrometer: the nonlinear distortion predomi-

nantly affects only a few points around the central

fringe, and an accurate model of the electronic signal

chain is essential for studying the effect of the

detector nonlinearity alone. Application of a correc-

tion scheme to a filtered and sampled interferogram

may or may not bear much relationship to the

intended correction of the nonlinear distortion of the

incident photon flux. Many years of spectroscopic

evaluation of signal quality have gone into the devel-

opment of the suggested correction scheme, and

during that process the model has been generalized

into a power series approach in pursuit of specific

improvements. In the end none of the variations

proved significantly better than the initial model.
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